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Introduction Background and motivation

Document modeling

“Representing the intrinsic relations of words or sentences and

the semantic content of a document.”

• Classification

• Predict one or more categories.

• Summarization

• Generate a summary.

• Question answering

• Collect relevant facts and answer

comprehension questions.

Goal of this talk
→ Present a mechanism which learns to focus on relevant regions.

→ Assess its merits on aspect rating prediction (EMNLP 2014).

→ Compare this mechanism to humans (SocialNLP@EMNLP 2016).
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- These two areas are complementary



- SA can recover missing ratings of users given their text



- Text is important because it can reveal the why of user actions



Introduction Background and motivation

Example: aspect rating prediction of reviews

Narration: good [4/5]Story: poor [2/5]

Overall quality: poor [2/5]
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- easy to read and coprehend the syntax, grammar, meanings, topics ...



- detect which sentences refer to which aspect (seq labeling)



- sum: pick a representative sentence per aspect (seq labeling)



Introduction Supervised learning

Problem formulation

x1

y1

yk

xm

... ...

Given D = {(xi , yi ), | i = 1 . . .m}, find

Φk : X → Yk

• The xi ∈ Rd represents a review

• The yi ∈ Rk are the k target aspect ratings

Challenges

→ What input features to use?

→ How can we deal with the weak

relation of the input to target labels?
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Introduction Related work

Feature engineering and learning

• BOW, n-grams, topic models and others (Pang and Lee, 2005),

(Titov and McDonald, 2008), (Zhu et al., 2012)

• Autoencoders, convolutional or recursive NNs (Maas et al., 2011),

(Mikolov et al., 2013), (Mesnil et al., 2014), (Tang et al., 2015)

• Train on segmented text i.e. sentences of each particular aspect or

structured learning to capture label relations (McAuley et al., 2012)

Limitations
→ Treat the text globally and ignore the weak nature of labels

→ Make simplistic assumptions when aggreagating or pooling features

→ Offer few means for model interpretation
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- typically learning is performed with a linear model (SVM, LogReg)



- strong supervision



Introduction Related work

Convolutional networks

”Modelling, visualising and summarising documents with a single convolutional neural network”, Misha Denil,
Alban Demiraj, Nal Kalchbrenner, Phil Blunsom, Nando de Freitas, CoRR, 2014. (Denil et al., 2014)
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Introduction Related work

Recursive networks

”Document Modeling with Gated Recurrent Neural Network for Sentiment Classification”, Duyu Tang,
Bing Qin, Ting Liu, EMNLP, 2015. (Tang et al., 2015)
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Introduction Related work

Attention networks (cutting edge)

”Hierarchical Attention Networks for Document Classification”, Zichao Yang, Diyi Yang,
Chris Dyer, Xiaodong He, Alexander J. Smola, Eduard H. Hovy, NAACL, 2016. (Yang et al., 2016)
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Explicit Document Modeling Multiple-instance learning

Multiple-instance learning

B1

Bm

?

y1

yk

?

... ...

b11

b1n1

b11

b1nm

...

...

...

Given D = {(bij , yi ) | j = 1 . . . ni}m,

find Φk : B ?−→ X → Yk

• The bag Bi is a review represented

by ni instances bij , its sentences

• The labels yi ∈ Rk are the aspect

ratings of the review

• The exemplar (representation)

xi ∈ Rd of Bi is initially unknown

Advantages

→ Several input assumptions (Aggregated, Instance, Prime, Clustering)

→ Subsumes traditional supervised regression (Aggregated)

→ Better suited for weak labels, interpretable and flexible
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- provides means to model the input structure



- can be easily adapted to different domains



Explicit Document Modeling Structural assumptions

Structural assumptions

1. Aggregated instances: sum or average instances

f ← Dagg = {(xi , yi ) | i = 1, . . . ,m}
ŷ(Bi ) = f (xi ) = f (mean({bij | wj = 1, . . . , ni}))

2. Instance-as-example: instances inherit bag labels

f ← Dins = {(bij , yi ) | j = 1, . . . , ni ; i = 1, . . . ,m}
ŷ(Bi ) = mean({f (bij ) | j = 1, . . . , ni})

3. Prime instance: a single instance is selected

f ← Dpri = {(bp
i , yi ) | i = 1, . . . ,m}

ŷ(Bi ) = mean({f (bij ) | j = 1, . . . , ni})
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Explicit Document Modeling Instance relevance mechanism

Instance relevance (weighted average)

Inspired from method proposed by Wagstaff and Lane (2007):

xi =

ni∑
j=1

ψijbij , ψij ≥ 0 and

ni∑
j=1

ψij = 1

1. Models both instance weights and target labels

• Target labels model: ŷi = f (Φ,Bi ) = ΦT (Biψi )

• Instance weights model: ψ̂i = f (O,Bi )O
TBi

2. Defines loss based on regularized least squares

• Supports large datasets and high dimensionality O(md2)

• Adapts to domain data through regularization
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- the regularization controls the sparsity of coefficients



Explicit Document Modeling Instance relevance mechanism

Optimization objectives

• Target label model g(f1, f2):

L(Ψ,Φ) =
∑m

i=1

(
yi − ΦT (Biψi )

)2
+ Ω(Ψ,Φ) s.t.

ψij ≥ 0 and
∑ni

j=1 ψij = 1

• Instance weights model f3:

L(O) =
∑m

i=1

∑ni
j=1

(
ψij −OTbij

)2
+ Ω(O)
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- show sparsity examples for weights?



- this models are regularized to avoid overfitting (l2 norm because it performed the best)



- the regularization controls the sparsity of the instance weights and the regression coefficients



- optimizing the regularization terms allows to adapt to a particular domain or dataset



Explicit Document Modeling Instance relevance mechanism

Learning parameters consecutively

Alternating projections

1. Until converged

1.1 Optimize weights Ψi (keep Φ fixed)
1.2 Optimize coefficients Φ (keep Ψ fixed)

2. Optimize coefficients O

MIR weights for a book review.

Testing on unseen bags

Predicts the bag’s label ŷi and its

instance weights ψ̂i

ŷi = ΦTB ′i ψ̂i = ΦTB ′i (O
TB ′i )
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- learning is performed with an alternating optimization method



Explicit Document Modeling Instance relevance mechanism

Learning parameters jointly

Based on stochastic gradient descent

σ(Bi ,O) = P(ψ = i |x) =
e(OT Bi )∑ni

k=1 e
(OT Bik )

O,Φ = arg min
O,Φ

m∑
i=1

(yi − ΦT (Bi · σ(Bi ,O)))2 + Ω(Φ,O)

• Preserves constraints of instance relevance assumption

• Achieves similar performance to alternating projections

• Makes the learning procedure more scalable

Shared material
→ Code: wmil, wmil-sgd

https://github.com/nik0spapp/
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Experiments

Datasets, protocol and metrics

DataDataData Bags Instances BOW Dim.BOW Dim.BOW Dim. Labels

BeerAdvocate 1,586,259 16,883,058 19,418 5 aspects

Toys & Games 373,974 2,105,647 31,984 4 aspects

Audible 10,989 44,487 3,971 3 aspects

RateBeer (FR) 17,998 105,569 903 5 aspects

RateBeer (ES) 1,259 3,511 2,120 5 aspects

TED comments 1,200 3,814 957 1 sentiment

TED talks 1,203 12,023 5,000 14 emotions

• Two series of experiments

• Comparison with previous studies (train/test on uniform split)
• Effects of model design choices (5-fold c-v on subsets of same size)

• Parameters optimized on a subset of the training data

• Error metric on numerical prediction 1
k

∑k
i=1(yi − ŷi )2
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- books: performance, story, overall 



- ratebeer: appearance, aroma, overall, palate, taste



Experiments Aspect-based rating prediction

Performance on aspect rating prediction

• Weighted MIR achieves lower error than:

• Methods trained with segmented text (SVM, PALE LAGER1)
• Structured learning methods (Structured SVM, PALE LAGER1)

1Graphical model proposed in (McAuley et al., 2012).
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Experiments Aspect-based rating prediction

Comparison of structural assumptions

Mean Squared Error x 100 (%)

Methods beeradvocate toys audible ratebeer-fr ratebeer-sp

Aggregated MIR 3.68 5.93 2.70 5.99 3.41

Instance MIR 3.28 6.59 2.40 6.04 3.39

Prime MIR 3.64 6.92 2.98 6.59 3.68

Clustering MIR 3.26 6.52 2.60 6.48 3.64

Weighted MIR 2.66 5.57 2.27 5.71 3.28

• Strong supervision (Aggregated) is not the optimal assumption

• Instance relevance mechanism is superior to other alternatives

• All regions are useful but to a different extent
• The relevance of each region depends on the task
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Experiments Aspect-based rating prediction

Independence from the feature space

BOW TF-IDF word2vec

Model \\\ Error MAE MSE MAE MSE MAE MSE

Aggregated (`1) 17.08 4.17 16.59 3.97 16.03 3.84

Aggregated (`2) 16.88 4.47 16.25 4.16 14.62 3.30

Instance (`1) 17.69 4.37 18.11 4.50 16.37 3.86

Instance (`2) 16.93 4.24 16.88 4.23 15.60 3.67

Prime (`1) 17.39 4.37 17.72 4.43 16.13 3.89

Prime (`2) 18.03 4.91 17.10 4.29 15.71 3.72

Ours (`2) 15.97 3.97 15.36 3.63 14.25 3.29

• Our mechanism is beneficial regardless of the input features

• This suggests that it may be combined with feature learning

• Recent studies confirm this idea! (e.g. attention networks)
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Experiments Comparing mechanism to humans

Comparing mechanism to humans

• Capture human attention to sentences when attributing categories
(aspect ratings) to documents (audiobook reviews)

• How much does each sentence explain the given aspect rating?
• 100 reviews, 1,662 sentences and 3 aspects, 1-5 scale

• Main goal:

• Train a document attention model with weak labels (50k reviews)
• Compare the attention mechanism to humans on a test set

Shared material
→ Human attention in document classification dataset

https://www.idiap.ch/paper/hatdoc
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Experiments Comparing mechanism to humans

Crowdsourcing task
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Experiments Comparing mechanism to humans

Examples: positive review
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Experiments Comparing mechanism to humans

Examples: negative review
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Experiments Comparing mechanism to humans

Human attention prediction (exact match)

• Positive correlation between machine and human attention,

especially for sentences with high human agreement

• Best accuracy on performance aspect (least ambiguous)

• Compares favorably to LogReg (oracle)
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Experiments Comparing mechanism to humans

Reliability analysis

• Consistently outperforms ‘Random’ for all aspects and levels

• Comparable results to qualified humans for Performance and Overall

26/35



Introduction

Background and motivation

Supervised learning

Related work

Explicit Document Modeling

Multiple-instance learning

Structural assumptions

Instance relevance mechanism

Experiments

Aspect-based rating prediction

Comparing mechanism to humans

Qualitative results (demos)

Conclusion



Experiments Qualitative results (demos)

Demo: sentiment prediction

MIR results over 1,200 TED comments: sentiment ratings
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Experiments Qualitative results (demos)

Demo: emotion-based recommendation

MIR results over 1,000 TED transcripts: emotion ratings (12 dim.)
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Conclusion

Conclusion

• Document modeling benefits from a weakly supervised objective

• MIL improves accuracy and captures structural information

• Learns to focus on relevant parts of the input (assumptions)
• Provides meaningful and interpretable weights
• Equivalent to NN attention mechanisms

• Extensions:

→ Attention with external knowledge (‘memory’)

→ Multiple passes of attention (‘reasoning’)

→ Other modalities (visual, acoustic)
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- knowledge from user text helps information filtering



Thank you!
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