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Task: Comparing Documents

Citation Recommendation Plagiarism Detection And More ...
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Multilevel document alignment

● Whether document A 
should cite document B

● Some sentences in A 
support that relationship

● Helps us understand 
model’s decision
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Multilevel document alignment
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Multilevel document alignment
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Document-to-document 

Sentence-to-document 



Want both document and fine-grained alignment

Document-to-Document 
(D2D)

Sentence-to-Document 

(S2D)

6



Hierarchical Document Encoders

 Pappagari et al. 2019
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Hierarchical Document Encoders
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 Pappagari et al. 2019

Yang et al., 2
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Cross-document attention (CDA)
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Comparing documents
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Cross-document attention (CDA)

11



Cross-document attention (Shallow)
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Cross-document attention (Deep)
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A Benchmark for Document Relation Prediction and 
Localization

 
Radev et al., 2009

Bhagavatula et al., 2018

Lo et al., 2020

Potthast et al., 2013
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Experiments
Models:

● BERT-AVG: document representation =  the average of the sentence 
representations

● BERT-HAN: document representation =  the attention of the sentence 
representations

● GRU-HAN: original HAN

Evaluation:

● Document-to-document: F1 
● Sentence-to-document: MRR 
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Results (Document-to-document)
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Results (Document-to-document; Citation Rec.)
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Results (Sentence-to-document; Citation Rec.)
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Results (Document-to-document; Plagiarism Det.)
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Results (Sentence-to-document; Plagiarism Det.)
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Fine tuning BERT 
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Results (Sentence-to-document)
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Results (Sentence-to-document)
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Takeaways

https://xuhuizhou.github.io/Multilevel-Text-Alignment/

● We introduce a publicly available English benchmark for both 
document-to-document and sentence-to-document tasks.

● We introduce cross-document attention to augment a family of 
hierarchical models, which demonstrates promising results.

● The sentence-to-document tasks are challenging and worthwhile 
for future research.
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